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Abstract. We obtain the exact order estimates of the best approximations of periodic functions that are analogues of the Bernoulli 

kernels in the Lebesgue spaces. 
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Introduction. Let 𝐿𝑞   be the space of 2𝜋 −periodic 

functions 𝑓 summable to a power 𝑞, 1 ≤ 𝑞 < ∞ (resp., 

essentially bounded for 𝑞 = ∞), on the segment [−𝜋, 𝜋]. 
The norm in this space is defined as follows: 

∥ 𝑓 ∥𝐿𝑞=∥ 𝑓 ∥𝑞==

{
 
 

 
 

(
1

2𝜋
∫

𝜋

−𝜋

|𝑓(𝑥)|𝑞𝑑𝑥)

1
𝑞

, 1 ≤ 𝑞 < ∞,

e𝑠𝑠sup
𝑥∈[−𝜋,𝜋]

|𝑓(𝑥)|,                    𝑞 = ∞.

 

For a function 𝑓 ∈ 𝐿1, we consider its Fourier series  

∑

𝑘∈ℤ

𝑓(𝑘)𝑒𝑖𝑘𝑥 , 

where 

𝑓(𝑘) =
1

2𝜋
∫

𝜋

−𝜋

  𝑓(𝑥)𝑒−𝑖𝑘𝑥𝑑𝑥 

are the Fourier coefficients of the function 𝑓. In what 

follows, we always assume that the function 

𝑓 ∈ 𝐿1 satisfies the condition  

∫

𝜋

−𝜋

  𝑓(𝑥)𝑑𝑥 = 0. 

Further, let 𝜓 ≠ 0, be an arbitrary function of natural 

argument and let 𝛽 be an arbitrary fixed real number. If a 

series  

∑

𝑘∈ℤ\{0}

𝑒𝑖
𝜋
2
βsign𝑘

𝜓(|𝑘|)
𝑓(𝑘)𝑒𝑖𝑘𝑥 

is the Fourier series of a summable function, then, 

following Stepanets  [1, p. 25] we can introduce the 

(𝜓, 𝛽)–derivative of the function 𝑓 and denote it by 𝑓𝛽
𝜓

. 

By 𝐿𝛽
𝜓

 we denote the set of functions 𝑓 satisfying this 

condition. In what follows we assume that the function 𝑓 

belongs to the class 𝐿𝛽,𝑝
𝜓

 if 𝑓 ∈ 𝐿𝛽,𝑝
𝜓

 and 

𝑓𝛽
𝜓
∈ 𝑈𝑝 = {𝜑: 𝜑 ∈ 𝐿𝑝 , ∥ 𝜑 ∥𝑝≤ 1}, 

1 ≤ 𝑝 ≤ ∞. 
If 

𝜓(|𝑘|) = |𝑘|−𝑟 , 𝑟 > 0, 𝑘 ∈ ℤ\{0}, 
then the (𝜓, 𝛽)–derivative of the function 𝑓 coincides 

with its (𝑟, 𝛽)–derivative (denoted by 𝑓𝛽
𝑟) in the Weyl–

Nagy sense. 

Let, for a fixed function of a natural argument 𝜓 and a 

number 𝛽 ∈ ℝ, the series  

∑ 𝜓(|𝑘|)𝑒−𝑖
𝜋
2
βsign𝑘

𝑘∈ℤ\{0}

𝑒𝑖𝑘𝑥 

is a Fourier series of some sum function 𝐹𝜓(𝑥, 𝛽) on 

[−𝜋, 𝜋]. Then each function 𝑓 ∈ 𝐿𝛽,𝑝
𝜓
 can be represented 

as a convolution 

𝑓(𝑥) =
1

2𝜋
∫

𝜋

−𝜋

𝜑(𝑥 − 𝑡)𝐹𝜓(𝑡, 𝛽)𝑑𝑡, 

where ∥ 𝜑 ∥𝑝≤ 1, 1 ≤ 𝑝 ≤ ∞ (see, e.g., [2]). 

Note that the functions 𝐹𝜓(𝑥, 𝛽) are naturally called 

analogs of the Bernoulli kernel, since for 𝜓(|𝑘|) = |𝑘|−𝑟 ,
𝑟 > 0 the function 𝐹𝜓(𝑥, 𝛽) is the Bernoulli kernel. 

By 𝐵 we denote the set of functions 𝜓, satisfying the 

following conditions: 

1) 𝜓 — are positive and nonincreasing; 

2) there exists a constant 𝐶 > 0 such that 
𝜓(𝜏)

𝜓(2𝜏)
≤ 𝐶, 𝜏 ∈ ℕ. 

Thus, the functions 
1

𝜏𝑟
, 𝑟 > 0;

ln𝛾(𝜏+1)

𝜏𝑟
, 𝛾 ∈ ℝ, 𝑟 >

0, 𝜏 ∈ ℕ, and some other functions belong to the set 𝐵. 

For the quantities 𝐴 and 𝐵, the notation 𝐴 ≍ 𝐵 means 

that there exist positive constants 𝐶1 and 𝐶2 such that 

𝐶1𝐴 ≤ 𝐵 ≤ 𝐶2𝐴. If 𝐵 ≤ 𝐶2𝐴(𝐵 ≥≥ 𝐶1𝐴), than we can 

write 𝐵 ≪ 𝐴(𝐵 ≫ 𝐴). All 𝐶𝑖, 𝑖 = 1,2, . .., encountered in 

our paper may depend only on the parameters appearing 

in the definitions of the class and metric in which we 

determine the error of approximation. 

We now give definitions of the approximating 

characteristic under investigation. 

Let 

𝑇𝑚 = {𝑡: 𝑡(𝑥) ∑ 𝑐𝑘𝑒
𝑖𝑘𝑥

𝑚

𝑘=−𝑚

}. 

For 𝑓 ∈ 𝐿𝑞 , 1 ≤ 𝑞 ≤ ∞, we set 

𝐸𝑚(𝑓)𝑞 = inf
𝑡∈𝑇𝑚

∥ 𝑓(⋅) − 𝑡(⋅) ∥𝑞 .        (1) 

𝑞 .  

In the case where 𝑐𝑘 = 𝑓(𝑘), by ℇ𝑚(𝐹𝜓)𝑞 we denote 

the quantities 

ℇ𝑚(𝑓)𝑞 =∥ 𝑓(⋅) − ∑ 𝑓(𝑘)𝑒𝑖𝑘𝑥
𝑚

𝑘=−𝑚

∥𝑞 . 

For the quantities 𝐸𝑚(𝑓)𝑞 and ℇ𝑚(𝑓)𝑞 there is the 

relations 

𝐸𝑚(𝑓)𝑞 ≤ ℇ𝑚(𝑓)𝑞 . 

At present, there are many works devoted to the 

investigation of quantity 𝐸𝑚(𝑓)𝑞 and ℇ𝑚(𝑓)𝑞 . 

For details and the corresponding references, see, e.g., [3, 

4]. 

Main result. The following assertion is true: 
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The quantity given by relation (1) is called the best 

approximation of the function 𝑓 in the space 𝐿
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Theorem. Let 𝟏 < 𝒒 < ∞, 𝝍 ∈ 𝑩, 𝜷 ∈ ℝ and let, in 

addition, there exist 𝜺 > 𝟎 such that the sequence 

𝝍(𝒕)𝒕
𝟏−

𝟏

𝒒
+𝜺
, 𝒕 ∈ ℕ, does not increase. Then the following 

order estimate is true:  

ℇ𝑚(𝐹𝜓)𝑞 ≍ 𝐸𝑚(𝐹𝜓)𝑞 ≍ 𝜓(𝑚)𝑚
1−
1
𝑞

be such that 2𝑙 < 𝑚 ≤ 2𝑙+1. First, we consider the case 

1 < 𝑞 ≤ 2. Applying Littlewood–Paley Theorem (see, 

e.g., [5]) 

𝐶3(𝑞) ∥ 𝑓 ∥𝑞≤ ‖(∑

𝑠

|𝛿𝑠(𝑓,⋅)|
2)

1
2

‖

q

≤ 

≤ 𝐶4(𝑞) ∥ 𝑓 ∥𝑞 , 

where  

𝛿𝑠(𝑓, 𝑥) = ∑

𝑘∈𝜌(𝑠)

𝑓(𝑘)𝑒𝑖𝑘𝑥 , 

𝜌(𝑠) = {𝑘: 2𝑠−1 ≤ |𝑘| < 2𝑠}, 𝑠 ∈ ℕ, 
we obtain  

𝐸𝑚(𝐹𝜓)𝑞 ≪ ‖𝐹𝜓 −∑

𝑠<𝑙

𝛿𝑠(𝐹𝜓)‖

q

= 

= ‖∑

𝑠≥𝑙

𝛿𝑠(𝐹𝜓)‖

q

≪ 

≪ ‖(∑

𝑠≥𝑙

|𝛿𝑠(𝐹𝜓)|
2)

1
2

‖

q

= 𝐼1. 

Then, using the inequality |𝑎 + 𝑏|𝛼 ≤ |𝑎|𝛼 + |𝑏|𝛼 for 

0 ≤ 𝛼 ≤ 1, we can write  

𝐼1
𝑞
≪ ∫

𝜋

𝜋

∑

𝑠≥𝑙

|𝛿𝑠(𝐹𝜓)|
𝑞𝑑𝑥 ≪ 

≪∑

𝑠≥𝑙

∥ 𝛿𝑠(𝐹𝜓) ∥𝑞
𝑞
, 

and. 

𝐼1 ≪ (∑

𝑠≥𝑙

∥ 𝛿𝑠(𝐹𝜓) ∥𝑞
𝑞
)

1
𝑞

. 

To continue (2), estimate the value 

∥ 𝛿𝑠(𝐹𝜓) ∥𝑞= ‖ ∑

𝑘∈𝜌(𝑠)

𝜓(|𝑘|)𝑒−𝑖
𝜋
2
𝛽sign𝑘𝑒𝑖𝑘𝑥‖

q

. 

First, we show that the following estimate is true 

‖ ∑

𝑘∈𝜌(𝑠)

𝜓(|𝑘|)𝑒−𝑖
𝜋
2
𝛽sign𝑘𝑒𝑖𝑘𝑥‖

q

≪ 

≪ 𝜓(2𝑠) ‖ ∑

𝑘∈𝜌(𝑠)

𝑒𝑖𝑘𝑥‖

q

, 1 < 𝑞 < ∞. 

For this purpose, for 𝑠 ≥ 𝑙 we consider the sequence  

{𝜆𝑘} = {
𝜓(|𝑘|)

𝜓(2𝑠)
𝑒−𝑖

𝜋
2
𝛽sign𝑘 ,  2𝑠−1 ≤ |𝑘| < 2𝑠}. 

We make sure that the sequence {𝜆𝑘} satisfies the 

conditions of the Marcinkiewicz theorem (see, e.g., [5]). 

Obviously, it is enough to check the fulfillment of 

conditions 1), 2) of this theorem for positive 𝑘 such that 

2𝑠−1 ≤ 𝑘 < 2𝑠. 
By 𝜓 ∈ 𝐵 and 2𝑠−1 ≤ 𝑘 < 2𝑠 then 

1)|𝜆𝑘| = |
𝜓(𝑘)

𝜓(2𝑠)
𝑒−𝑖

𝜋
2
𝛽| =

𝜓(𝑘)

𝜓(2𝑠)
≤ 

≤
𝜓(2𝑠−1)

𝜓(2𝑠)
≤ 𝑀, 

2) ∑

2𝑠−1

𝑘=2𝑠−1

|𝜆𝑘 − 𝜆𝑘+1| = 

 

= ∑

2𝑠−1

𝑘=2𝑠−1

|
𝜓(𝑘)

𝜓(2𝑠)
𝑒−𝑖

𝜋
2
𝛽 −

𝜓(𝑘 + 1)

𝜓(2𝑠)
𝑒−𝑖

𝜋
2
𝛽| ≤ 

 

≤
1

𝜓(2𝑠)
∑

2𝑠−1

𝑘=2𝑠−1

(𝜓(𝑘) − 𝜓(𝑘 + 1) = 

=
1

𝜓(2𝑠)
(𝜓(2𝑠−1) − 𝜓(2𝑠)) ≤ 

 

≤
𝜓(2𝑠−1)

𝜓(2𝑠)
≤ 𝑀. 

Therefore, 

Λ𝑠 ∑

𝑘∈𝜌(𝑠)

𝑒𝑖𝑘𝑥 = 

= ∑

𝑘∈𝜌(𝑠)

𝜓(|𝑘|)

𝜓(2𝑠)
𝑒−𝑖

𝜋
2
𝛽sign𝑘𝑒𝑖𝑘𝑥 = 

=
1

𝜓(2𝑠)
∑

𝑘∈𝜌(𝑠)

𝜓(|𝑘|)𝑒−𝑖
𝜋
2
𝛽sign𝑘𝑒𝑖𝑘𝑥 . 

So we can write  

‖Λ𝑠 ∑

𝑘∈𝜌(𝑠)

𝑒𝑖𝑘𝑥‖

q

= 

=
1

𝜓(2𝑠)
‖ ∑

𝑘∈𝜌(𝑠)

𝜓(|𝑘|)𝑒−𝑖
𝜋
2
𝛽sign𝑘𝑒𝑖𝑘𝑥‖

q

. 

On the other hand, by Littlewood–Paley Theorem, 

there is an estimate 

‖Λ𝑠 ∑

𝑘∈𝜌(𝑠)

𝑒𝑖𝑘𝑥‖

q

≤ 𝐶5(𝑞)𝑀 ‖ ∑

𝑘∈𝜌(𝑠)

𝑒𝑖𝑘𝑥‖

q

. 

So, in the end we get 

∥ 𝛿𝑠(𝐹𝜓) ∥𝑞= 

= ‖ ∑

𝑘∈𝜌(𝑠)

𝜓(|𝑘|)𝑒−𝑖
𝜋
2
𝛽sign𝑘𝑒𝑖𝑘𝑥‖

q

≪ 

≪ 𝜓(2𝑠) ‖ ∑

𝑘∈𝜌(𝑠)

𝑒𝑖𝑘𝑥‖

q

. 

Further, by using the last estimate and the well-known 

relation (see, e.g., [4]) 

‖ ∑

𝑘∈𝜌(𝑠)

𝑒𝑖𝑘𝑥‖

q

≍ 2
𝑠(1−

1
𝑞
)
, 1 < 𝑞 < ∞, 

we get 

∥ 𝛿𝑠(𝐹𝜓) ∥𝑞≪ 𝜓(2𝑠)2
𝑠(1−

1

𝑞
)
.           (3) 
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. 

Proof. We now establish the upper bound. Let 𝑙 and 𝑚 

https://translate.academic.ru/Marcinkiewicz%20theorem/ru/en/


Combining relations (2) and (3), we can write 

𝐼1 = ‖∑

𝑠≥𝑙

𝛿𝑠(𝐹𝜓)‖

q

≪ (∑

𝑠≥𝑙

𝜓𝑞(2𝑠)2
𝑞𝑠(1−

1
𝑞
)
)

1
𝑞

. 

By the condition of the theorem, there exists 휀 >

0 such that the sequence  𝜓(𝑡)𝑡
1−

1

𝑞
+𝜀

does not increase. 

Hence, we can write 

𝐸𝑚(𝐹𝜓)𝑞 ≪ 𝐼1 ≪ 

≪ 𝜓(2𝑙)2
𝑙(1−

1
𝑞
+𝜀)

(∑

𝑠≥𝑙

2−𝑠𝜀𝑞)

1
𝑞

≪ 

≪ 𝜓(2𝑙)2
𝑙(1−

1
𝑞
)
≍ 𝜓(𝑚)𝑚

1−
1
𝑞 . 

Now consider the case 2 < 𝑞 < ∞. Applying 

Littlewood–Paley Theorem and the Minkowski 

inequality, we obtain 

‖𝐹𝜓 −∑

𝑠<𝑙

𝛿𝑠(𝐹𝜓)‖

q

= ‖∑

𝑠≥𝑙

𝛿𝑠(𝐹𝜓)‖

q

≪ 

≪ ‖(∑

𝑠≥𝑙

|𝛿𝑠(𝐹𝜓)|
2)

1
2

‖

q

= 

= (‖∑

𝑠≥𝑙

|𝛿𝑠(𝐹𝜓)|
2‖

q
2

)

1
2

≪ 

≪ (∑

𝑠≥𝑙

‖|𝛿𝑠(𝐹𝜓)|
2‖q

2
)

1
2

= 

= (∑

𝑠≥𝑙

∥ 𝛿𝑠(𝐹𝜓) ∥𝑞
2)

1
2

. 

Next, using (3) and repeating the considerations made 

for the case 1 < 𝑞 ≤ 2, we obtain the required estimate 

𝐸𝑚(𝐹𝜓)𝑞 ≪ 𝜓(𝑚)𝑚
1−
1
𝑞 , 2 < 𝑞 < ∞. 

Thus, the required upper bound is established. 

We now determine the lower bounds. Let 𝑡∗ ∈ 𝑇𝑚 be 

the polynomial of the best approximation of the function 

𝐹𝜓(𝑥, 𝛽) in the space 𝐿𝑞 , 1 < 𝑞 < ∞, that is 

𝐸𝑚(𝐹𝜓)𝑞 = inf
𝑡∈𝑇𝑚

∥ 𝐹𝜓 − 𝑡 ∥𝑞=∥ 𝐹𝜓 − 𝑡
∗ ∥𝑞 , 

and  

𝐹2(𝑥, 𝛽) = ∑

𝑘∈ℤ\{0}

|𝑘|−2𝑒−𝑖
𝜋
2
𝛽sign𝑘𝑒𝑖𝑘𝑥 . 

Consider the quantity 

𝐽 = (𝐹𝜓 − 𝑡
∗, 𝐹2 − 𝑆𝑚(𝐹2)) = (𝐹𝜓, 𝐹2 − 𝑆𝑚(𝐹2)) − 

−(𝑡∗, 𝐹2 − 𝑆𝑚(𝐹2)) = (𝐹𝜓, 𝐹2 − 𝑆𝑚(𝐹2)). 

On the one hand, by Hölder's inequality, we can write  

𝐽 ≤∥ 𝐹𝜓 − 𝑡
∗ ∥𝑞∥ 𝐹2 − 𝑆𝑚(𝐹2) ∥𝑞′= 

= 𝐸𝑚(𝐹𝜓)𝑞 ∥ 𝐹2 − 𝑆𝑚(𝐹2) ∥𝑞′, 

where  
1

𝑞
+

1

𝑞′
= 1. 

Since (see, e.g., [3]), 

∥ 𝐹2 − 𝑆𝑚(𝐹2) ∥𝑞′≪ 2
−𝑚(2−

1
𝑞
)
, 

then   

𝐽 ≪ 𝐸𝑚(𝐹𝜓)𝑞2
−𝑚(2−

1

𝑞
)
.                   (4) 

On the other hand, for the value of  𝐽 we can write 

𝐽 ≫ ∑

𝑘∈ℤ\{0}

𝜓(|𝑘|)|𝑘|−2 ≫ 

≫ ∑

𝑠≥𝑚

∑

𝑘∈𝜌+(𝑠)

𝜓(𝑘)𝑘−2 = 

= ∑

𝑠≥𝑚

∑

2𝑠

𝑘=2𝑠−1

𝜓(𝑘)𝑘−2 ≫ 

≫ ∑

𝑠≥𝑚

𝜓(2𝑠)2−𝑠 ≫ 𝜓(𝑚)2−𝑚,       (5) 

where 𝜌+(𝑙) = {𝑘: 2𝑙−1 ≤ 𝑘 < 2𝑙}.  
Taking into account relations (4) and (5), we obtain  

𝜓(𝑚)2−𝑚 ≪ 𝐽 ≪ 𝐸𝑚(𝐹𝜓)𝑞2
−𝑚(2−

1
𝑞
)
, 

thus 

𝐸𝑚(𝐹𝜓)𝑞 ≫ 𝜓(𝑚)𝑚
1−
1
𝑞 . 

The required lower bound is established, which proves 

the theorem. 

Conclusions. We establish the exact order estimates of 

the best approximations of periodic functions that are 

analogues of the Bernoulli kernels in the space 𝐿𝑞 , 1 <

𝑞 < ∞. 

The assertion of Theorem for 𝜓(|𝑘|) = |𝑘|−𝑟 , 𝑟 > 1 −
1

𝑞
, 1 ≤ 𝑞 ≤ ∞ were established by Temlyakov V. N. [3] 
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