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In contrast to the static reconfiguration that is limited to 

the implementation of the traditional principle of functional 

cores hardware acceleration [5, 6], Partial Dynamic Recon-

figuration (PDR) creates preconditions for creating compu-

ting structures adapted to the requirements of Run Time 

mode tasks solving [2, 4]. Firstly, this allows to overcome 

the hard architecture limits of traditional high-performance 

computing systems of wide use and to bring their actual 

productivity to the declared peak in critical classes of tasks. 

Secondly, to significantly expand the functional capabilities 

of RCs based on FPGA and to implement computing struc-

tures high complexity on a limited space of the chips without 

a significant increase in prices. There is also an opportunity 

to increase energy saving efficiency based on e use of PDR 

technology [4].  

Brief overview of related publications. The efficiency 

of data processing in RCs is most influenced by the time 

overhead in the reconfiguration process of the computing 

environment. There are many ways to reduce overhead, such 

as reusing reconfigurable computing resources [7], cached of 

configuration data [8], preemptive reconfiguration [9, 10]. 

Most known display mechanisms are realized at software 

level of the operating system superstructure, the overcoming 

of space restrictions of the FPGA is carried out by standard 

means, for example by defragmentation of the computing 

space of the FPGA [7, 8], by unloading of non-critical con-

figurations [7, 10], by failure to perform tasks [7, 8, 10]. 

These methods are mainly aimed at reducing the overhead 

on the physical level of the static RCs functioning and their 

use in a dynamically RCs is ineffective. 

The purpose of this article is solving the important prob-

lem of the present which impedes the intensive progress of 

reconfigurable computing that consists in the development of 

new method for adaptive mapping tasks in to change the 

computing structure of reconfigurable computing systems, 

taking into account their functional and hardware constraints. 

Materials and methods. Problems with mixed type of 

parallelism are considered as initial problems. This allows 

them to transform their graphs of algorithms to configure the 

most efficient task-oriented computing structures with a high 

processing speed in the reconfigurable environment. Macro 

Dataflow Graphs (MDGs) present computational tasks with 

a mixed type of parallelism, in the nodes of which macro 

tasks (M-tasks) are placed [11]. 

The computational task is presented by a MDG 

},{ GGM DNG  , where GN  – the set of nodes corre-

sponding to the M-tasks; GD  
– the set of edges that deter-

mine the relationship between M-tasks, 

giNNNNN giM ,1|},...,,...,,{ 21   – the set of M-

tasks in the graph nodes; g  – the number of graph nodes, 

wkWk ,1|   – the identifier of the MDG tier; w – number of 

MDG tier. Each M-task is put into hardware task compliance 

(HW-task), which is determined by vector [10] 

}  {  ijj jj SUMjj N,І),R|(T,TSTask  , where jS  – the 

area of rectangle that containing the task jTask on the FPGA 

reconfigurable computing space;  jR  – the time sending the 

configuration data and reconfiguration of the computing 

structure on the FPGA to perform the HW-task; jHWj TT    

– the HW-task implementation time on the FPGA equip-

ment, taking into account of time for input-output data to 

computation; jSUMT   – total task iN  execution time, 

mjІ j ,1|   – the computation function implemented by 

HW-task; m – the number of HW-tasks synthesized and 

stored in the of Configuration Data Library (CDL). 

In order to determine the dynamically RCs performance 

criteria, improved acceleration indicator has been proposed, 

which, in contrast to the well-known [12], takes into account 

the time complexity of parallel control scheduling processes 

and allocation of reconfigurable computational resources: 
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Abstract. This article is dedicated to resolves the problem of reducing time overheads of task mapping process on dynamically reconfigura-

ble computing structure in the reconfigurable computer systems based on FPGA. The proposed mathematical models for the basic stages of 

the data processing take into account the influence of the configuration data loading delay on the efficient of the reconfigurable computation. 

Based on these models we propose the method of transforming algorithms’ graphs for tasks adaptive mapping in the dynamic reconfigurable 

computer systems. Simulation of the proposed means showed that the proposed approach allows reducing time overheads and improving the 

efficiency of reconfigurable computing for resolving tasks with frequent repetitions of the same type of functions. 

Keywords: Reconfigurable Computer Systems, Reconfiguration overhead, Partial dynamic reconfiguration, FPGA, Field Programmable 

Gate Array. 

 

Introduction. The high level of modern progress has led to 

the fact that extensive technologies for increasing the 

productivity of high-performance computing reach limita-

tions, which is confirmed by violations of Moore's law in 

recent years [1]. The desire to further increase performance 

to the level of exaflops makes the challenge to find new 

intensive solutions. The technology of FPGA dynamic re-

programming is one of the perspective directions in this area. 

So the technology is rapidly developing today in the direc-

tion of creating reconfigurable high-performance computer 

systems or Reconfigurable Computers (RCs) [2 – 4]. The 

most perspective classes of tasks for solved by means of the 

dynamically RC are real-time control tasks, in particular 

computing in an indefinable basis or fuzzy computing, that 

having informational, multidimensional and dynamic nature 

[3, 4]. 
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HWCONTROL

SW

TRT

T




][
ρ , (1) 

where SWT  – is time of М-task computation on the pro-

cessor core; HWT  – time of HW-task computation on FPGA 

equipment; R  – computing environment reconfiguration 

time for the М-task, CONTROLT  – process complexity time of 

mapping M-task on to reconfigurable computing environ-

ment. The amount of )( RTCONTROL   determines the over-

head of mapping process computing M-tasks to reconfigured 

computing environment. 

Based on modified efficiency criterion (1), the target 

function of reducing the overhead of mapping tasks process 

to reconfigurable computing environment is obtained, which 

depends entirely on the delays that accompany this process: 

 

 
j

jCONFIG
j

jCOMMCONTROL
j

jCONTROL ТТTRT   )min()min()min( , (2) 

 

where COMMТ  – transmission time of configuration data 

from external storage in FPGA interfaces; CONFIGТ  – the 

configuring time of computing environment, while doing so 

CONFIGCOMM TTR  .  

The basic efficiency criteria of realization computing 

tasks algorithms in dynamically RC are determined, accord-

ing to which the length of the critical path and width of the 

MDG presented tier-parallel algorithm form are estimated by 

the following relations: 

SWHW TTR  )( ; nwkHk  ,1|]max[ , (3) 

where kH  – the number of nodes in the tier of MDG; 

kW ; wk ,1  – tier index; w – number of tier, kHh ,1  – 

number of node on the tier k; n  – the number of HW-tasks 

on the FPGA.  

Sequence I. Standard reconfiguration process of the 

FPGA computation space. Download hardware data for 

configuration task   jTask from global CDL. 

jjCOMM_NETjjSUM j TTTRT  )(   
ІІ

, where 

jCOMM_NETT   – it’s the search time and configuration data 

transfer from the global CDL to the level of RCU by net-

work communications and the programming time of FPGA. 
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Fig. 2. The basic loading sequence of configuration data 

 

Sequence II. Caching configuration data in the Local 

Memory (LM) of the Reconfigurable Computer Unit (RCU). 

Loading hardware configuration data task from LM of the 

RCU: jjLBUSCOMMjjjSUM TTTRT   _
ІІII

  where 

 jLBUSCOMMT  _  – the search and transfer time of configura-

area of the FPGA surface is already configured: 

jjSUM TT ІІІ
 , 0 jR . 

Mathematical models of data processing, which allow to 

estimate reduction of the critical time execution of MDG, 

and overhead time amount, are summarized in Table. 1, 

where BT is the execution time of sequence of interconnect-

ed tasks KjІ j ,1|   from which the critical path of the 

MDG is formed. 
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A new approach of transforming the MDG into a dy-

namic RC. For RCs in the article a new approach for modi-

fication of the MDG presented tier-parallel algorithm is 

proposed, which is based on criteria (2) and (3). The pro-

posed approach is to transfer the time component of the M-

tasks mapping from the graph critical path to other tiers. To 

reduce the critical time, proposed complex integration of 

technologies of preemptive computation structure reconfigu-

ration and the reusing of HW-tasks resources, which pre-

vents the reload of the configuration data. This part of the 

reconfiguration time component will be removed from the 

critical path, and the part is moved to the previous tier of the 

MDG graph. As result of such graph modification, the criti-

cal path will only be determined by the sequence M-tasks 

computation time. 

The functional features of RCs implementation provide 

extensive opportunities for reducing communication delays 

during the reconfiguration. The nature of the emergence of 

communication delays is influenced by the following factors: 

the structure of the computer system; address space organiza-

tion; communication environment structure; configuration 

data location; configuration data amount. Communication 

delays determine the time that spent on to the process of 

transferring configuration data from remote libraries to the 

FPGA chip interfaces, which preceding the programming 

process of the computing area on the FPGA chip surface. 

This time defines an unproductive part of the reconfiguration 

time and it is a critical criterion for the effectiveness of dy-

namically reconfigurable computations. 

In order to estimate reconfiguration time, the main map-

ping tasks stages were determined and studied, on which 

basis it was determined that, according to the location of 

configuration data, there are possible three reconfiguration 

sequences. To implement the proposed method, it is suggest-

ed to use multilevel caching of configuration data at different 

levels of RC (Fig. 1), that allows realizing three basic loading 

sequences of configuration data: 

figurable computation space. The HW-task in reconfigurable 

tion data from the LM and the time programming of FPGA. 

Sequence III. Caching SW-tasks in to the FPGA recon-



 

Table 1. Basic stages mathematical models organization of reconfigurable computation 
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The following notation is used for the formal time estima-

tion: the execution time of sequence of М-tasks 

),1|( KjІ j   on the critical path B, K – the number of task 

types, Pj – the number of tasks instances, jR  – the loading 

and programming time of each j-th HW-task on the FPGA 

space, Tj – calculation time for each HW-task. The compo-

)},1{ ,max(
1 111
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

, 0 jR , (4) 

processes synchronization and data exchange through the 

common communication environment. 

Results and discussion. Based on the formal estimation 

of the time presented above, we offer a simulation RC model 

that allows allocating reconfigurable resources in a time 

approximating to real, which is a convenient tool for model-

ing and studying the time characteristics of functional data 

processing process in a dynamic RC. 

 

  
Fig. 2. The dependence of the critical processing time on 

the number of similar tasks:  – reused on the FPGA recon-

figurable space (Sequence III);  – loading from the global 

library without reuse (Standard);  – loading from the 

global library with reuse (Sequence I);  – loading from 

local memory with reuse ( Sequence II). 

Fig. 3. Optimization of data processing:  – adaptive HW 

Tasks mapping;  – adaptive HW Task mapping with 

optimization overhead time reconfiguration;  – adaptive 

HW Task mapping with optimization ratio of MDG width 

to FPGA reconfigurable space. 

 

The efficiency of the reusing resources algorithms de-

pends on the number of similar tasks in the computational 

algorithm (Fig. 2). According to the results of experiments, it 

can be seen that complex integration of reusing reconfigura-

ble computing resources and preemptive reconfiguration (4) 

allows to eliminate practically all unproductive reconfigura-

tion time for any computational algorithms, regardless of 

similar tasks amount. During the investigation of accelera-

tion values for reconfigurable computations, it was found 

that complex approach reduces the reconfiguration time by a 

factor of 2.5 compared to the standard approach. Curves 

character in Fig. 3 are determines the dependence tendency 
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nent PjTj corresponds to the total productive execution time 

of all instances of the HW-task Ij on the reconfigurable area 

of the FPGA surface. Based on developed basic stage for-

malization of reconfigurable computing organization, a 

mathematical model of process of adaptive tasks mapping, 

presented by MDG graphs in to reconfigurable computation 

structure is proposed: 

The research was conducted for a series of algorithms 

presented by the MDG graphs. Graphs of algorithms with 

different numbers of similar tasks and different power of 

connectivity were investigated. The investigated algorithms 

are randomly synthesized on the basis of the developed li-

brary of hardware implementations of functional cores that 

correspond to certain macro problems. Functional blocks of 

hardware tasks are synthesized in Verilog hardware language 

and implemented on the Altera Cyclone II EP2C35F672C6 

FPGA. Altera Development Kit DE2 board is used for veri-

fication and research of functional blocks time characteris-

tics. On the experiments basis, the reconfiguration time 

which is depends on the number of performed tasks types 

(Fig. 2) were obtained.  

Expression components (4) include the reconfiguration 

time of the first tier nodes, configuring time of reconfigura-

ble computation structure for each task; critical time of com-

putational algorithm performing, execution time of sequen-

tial processes that can’t be separated in time, for example, 



of the computation time on the ratio of the solvable tasks 

parameters and the reconfigurable environment. For the 

number of tasks of the same type, more than 50% of increase 

in overhead time is due to the introduction of additional 

means for active tasks copying. Optimization is done by 

using a copy of the configurations of all tasks in the compu-

ting module local memory. However, by the proportional 

relationship between the parameters of solvable problems 

and the structure of the reconfigurable computing environ-

ment, there is no point in copying HW tasks through the 

internal memory of the FPGA chip. It helps to preserve the 

internal memory of the FPGA and allows an average of 1.16 

times to accelerate the computational process. 

Conclusions. Considering the investigation results of the 

proposed method of HW-tasks adaptive mapping in to com-

putation structure of RCs, it was found that provides an 

intensive acceleration to an average of 63%, provided that 

the MDG graph width and the large number of similar tasks 

are commensurate with the size of the reconfigurable section 

FPGA. In this case, in the process of overcoming the FPGA 

space constraints, which corresponds to the critical sections 

on the charts dependency, there is a sharp decrease in the 

acceleration intensity of reconfiguration by an average of 

85%. 

It is determined that the ratio of the dimension of the re-

configurable computing environment and the degree of par-

allelization algorithm of the solvable problem, as well as the 

frequency of execution of similar functions, is significantly 

influenced by the reconfiguration speed. Violation of these 

ratios is accompanied by additional unproductive costs in the 

process of tasks adaptive mapping in to the reconfigured 

computation structure (4), that found the necessity to opti-

mize the data processing in the RCs. Such optimization by 

the integral optimization criterion is described in detail in the 

previous papers by the authors [10, 13]. According the re-

sults of experiments is determined that the efficiency of the 

proposed method of tasks adaptive mapping increases due to 

optimization of overhead time considering the restrictions of 

the FPGA reconfigurable space. Such an optimization reduc-

es the intensity of the influence the limitations of the FPGA 

reconfigurable space on the total computation speed by about 

10%. However, this quantity may fluctuate within the region 

of optimal reconfiguration parameters [13]. Optimization of 

the computation granularity [13] provides computing accel-

eration at the critical parts of the data processing process, on 

average up to 12%, depending on the technical parameters of 

the FPGA chip, compared with the implementation of large-

grained computation. 
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Метод трансформации графов алгоритмов для отображения задач в динамически реконфигурируемых компьютерных 

системах 

И. А. Клименко, А. Н. Сторожук, Ю. А. Кулаков 

Аннотация. Статья посвящена решению проблемы сокращения накладных расходов времени процесса отображения задач на 

динамически реконфигурируемую вычислительную структуру в реконфигурируемых компьютерных системах на базе ПЛІС. 

Предлагаемые математические модели основных этапов обработки данных учитывают влияние задержек передачи конфигураци-

онных данных на эффективность реконфигурируемых вычислений. На основе этих моделей мы предлагаем метод трансформации 

графов алгоритмов для адаптивного отображения задач в динамических реконфигурируемых компьютерных системах. Моделиро-

вание разработанных средств показало, что использование предлагаемого подхода позволяет сократить накладные расходы вре-

мени и повысить эффективность реконфигурируемых вычислений для решения задач с частыми повторениями одного и того же 

типа функций. 
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