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Abstract. We consder dynamic models of decision support systems for controlling unmanned aircraft set of equations with small nonline-
arity and the K - positive determined K - symmetric operators. To these modds, gradient method is applied. Methodology is developed
for practica convenience of gradient methods. Application of gradient methods to dynamic modelsin decison support systems for control-
ling unmanned aircraft conssts of dgorithms and corresponding unit circuits. Present method makes it possible to optimally implement of

gradient methods in the automation control drones.
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Introduction. Mathematical courses of universties, focus on
the substantiation of the mathematical apparatus and the
formal methods of solving a narrow class of problems. As a
result, the course of mathematics is unjugtifiably complicat-
ed, overloaded with non-working materia and at the same
time poor in content. It does not take into account modern
trends in applied mathematics, in particular, related to the
development of methods that have a broad and relevant
application area of gpplication, with consderable attention to
algorithms and computers. Teachers of mathematics at uni-
versities while refining the course often do not care about
how the student will "work" in the future. Therefore moving
from the course of mathematics to other disciplines in order
to study specid literature, and later - to practicd activities, he
forced to radicaly retrain.

The course of mathematics for military speciaists now
has to take into account the current intensive devel opment of
the concepts and methods underlying the application of
mathematics. It should be a course of applied mathematics,
which includes the necessary theoretical concepts.

In practice, a university graduates are often faced with
complex computational problems arising from the physical
and technical problems. Such tasks can be broken down into
a number of elementary ones - such as cdculating an inte-
gral, solving a differential equation, etc. Many of the basic
tasks are smple and well studied. For such tasks, methods of
numerical solution have aready been developed. There are
aso quite complex elementary tasks

These methods include methods of variationa-gradient
type which arose from a combination of ideas of direct and
iterative methods. Such synthesisis due to the need to €imi-
nate the inherent weaknesses.

The theory of variationa-gradient methodsiswell designed
for linear equations in Hilbert space with postive definite
symmetric operators[1,2]. For equations that do not have such
properties, the theory of variationa-gradient method is under
development. Variationa-gradient methods are stable, have a
reesonable rate of convergence and does not require
knowledge of the functional operator spectrum boundaries.

As aresult the spread of these methods to awider class of
equations and the application of the theory of variation-
gradient methods to dynamic models in the DMSS for re-
mote control of the UAV will increase the accuracy and
speed of the calculations during the flight in accordance with
the given program. This will alow to develop or adjust the
optimal UAV flight program for solving the problems of
observation and search of specified objectsin real time,
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1. The problem setting. In order to minimize the cost of
performing the flight tasks, it is necessary to implement an
appropriate decison support system (DSS), which allows regl
time development of the optimal UAYV flight program [3].

The decision support system includes a number of math-
ematical models. The main part consists of models based on
theintegra-differentia equations, often nonlinear.

To date, research on nonlinear UAV moddls has been de-
veloped very poorly. Therefore, the propagation of the gradi-
ent method to a class of equations with small nonlinearity
and K-postively defined K-symmetric operator is an actua
and important task.

2. Theanalysisof the last gudiesand publications. The
task of planning the trgjectory in the context of managing
complex technica objects is studied from the 50s of the XX
century. One of the firgt projects in this area was the well-
known project by Stanford University of the United States
for the creation of the SHAKEY robot in 1966-1972. It was
the project which initiated a long-term study of methods and
approaches for solving trgjectory planning and the manage-
ment of unmanned agria vehicles, which are paid a lot of
atention [4, 5].

Recently, considerable attention has been paid to the ap-
plication of decison support systems for control tasks and
the safety level of UAV flight [1, 6-8]. Unfortunately, amost
al existing trgectory planning methods used in modern
aircraft unmanned aeriad vehicle control systems are re-
source-intensive.

3. Thealgorithm of modified gradient method. The ba
sis of the systems for monitoring the surface by the UAV isa
decison support system that is described by mathematical
models. The agorithms that coordinate the dynamic charac-
terigtics of the observation object with the flight parameters
of the UAV s are explored and developed in such systems.

An acceleration of the decison of mathematical models
with weak nonlinearity with the help of modified gradient
method will alow to improve the accuracy of UAV control
and increase the reliability of the adopted decisions.

We shdl consider a dynamic model, which is described
by the following equation:

Au+ AF = f,feH, 1)
here . — is a parameter, H — Hilbert space, operator
A:D(A)—H is defined on a dense in H set is a linear K-
positive definite and K-symmetric [9]. That is, there is a
closng operator K: D(K)—H, D(K)c D(A), such as
Ap,v>0: (Au,Ku) = pl|u||2,VueD(4),
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[|Kul|2 < v(Au, Ku),YueD(A), )
(Au, Kv) = (Av, Ku),Vu,veD (4), 4

Assume that there exists a linear K-podtive definite and
K-symmetric operator, B: D(B)—H i D(B)=D(A), for which
it is easy to condtruct an inverse one.

L et the condition be fulfilled:

F6>0: 0<y< o< oo,
vueD(A) y(Bu, Ku) < (Au, Ku) < 6(Bu, Ku) (5)

Operator F: D(F)—H defined on a set that is dense in H
and D(A)cD(F) is nonlinear K- monotonous K-Lipschitz
continuousthat is:

Ja,B > 0: Yu,v,heD(F)
[1(Fu = Fv,K(u—v))|| 2 a(B(u — v),K(u - v)) ©)
[I(Fu — Fv,K(u —v))|| < B(B(u — v),K(u — 1)) o

Under (2) — (7) equation (1) has asingle generalized solu-
tion.

We consider the equation (1) and assumethat (2) - (7) are
fulfilled.

Let upeD(A) - arbitrary initial approximation. Suppose
that (k — 1)-th approximation is found. Then for the follow-
ing ones we use the scheme;

Buy, = Buy_q + T 1%, (8)
here t« the coefficient, a rx — mismatch
Ty = f=Aug_y- AFUy_4 )

Unknown coefficient tx we can find from the functional

minimum condition
D(wy) = (Awg, Kuy)-2(f, Kuy) + 2A(Fuy_q, Kuy) (20

Asthere are exists an reversed operator for B, then (8) can

be rewritteninaform
U = Up_q + T B7ry (11)

From the condition of the minimum of the functiond (10),
taking into account (11) we obtain the formula for T« deter-
mination:(

_ (B~ 1y, K1) (12)
(AB~r,KB~'ry,)

4. Validation of modified gradient method. Let’s set a
new scalar product on D(B):

[w,v] = (Bu,Kv),u,v € D(B). (13)

Then, for (13), al axioms of the scdar product hold, and
the linear set D(B) can be considered as a real Hilbert space.
We will call the closure of a set D(B) in the sense of the
metric (13) an energy space Hg. The norm of an element uin
space Hg. will be denoted | uls, so that

lullz = [w,ul,u € D(B). (19

Theorem. If in (1) the operators A and F satisfy the con-
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ditions (2) — (7), parameter || < 015y then the modi-

fied gradient method (8) — (12) is convergent and the rate of
convergenceis characterized by:

' = wells < ng“llu” —uoll. k2 1, (15
5+ B Vs 5—y
- = T p=—t 16
n= i d TP =5 (1)

Proof: Let Ko — be the expanson of the operator K over
space Hg.. Then operators A and B can be expanded to closed
Ko-positive-definite operators Aq and By, such that Ag> A,
Boo B,. Ay i Bp has continuous inverse ones and Hg contains
al the elements that implement a minimum of functional
HW).

Let:

G =B;'A,,C = By'F, g = By'f. 17

The operator G can be extended dl over Hg.. Let’s denote
this expansion by Go.

Let’sconsider an equation

Gou+ ACu = g, g €Hp. (18)

61

Initial datayo, &
I

e =f—Ayr1 —AFyp4
R, = B™'ry; ARy; KRy.

v

Ly = (e, KRy)
h, = (ARk,KRk)

v

hy
v
Vi. = V.. .+ R
iz
Yes
Determine yk
v
[ End ]

Fig. 1. Block diagram of the modified gradient agorithm amethod
for equations with small nonlinearity and K-positive definite K-
symmetric operator

The operators Go i C act in space Hg. Operator Gpisalin-
ear postive definite bounded and symmetric in Hg..So, ac-
cording to (4) and (17), we get

Vu,v € Hg : [Gou,v] = [By14ou,v] = (Agu, Kv)  (19)
= (Agv, Ku) = [Gyv, u]
And condition (5) isasfollows:
Aullz < [Gou,u] < 8llullf, vu € Hp. (20)

For anonlinear operator C, conditions (6), (7) will be:
[Cu—Cv,u—v]=allu—vl|3,Vu,v € Hy, (21)
[Cu— Cv,u—v] < Bllu—"v|3,Vu,v € Hg. (22
According to the inequalities (21), (22), the nonlinear op-
erator C is Lipschitz - continuous and monotonic. That is,
equation (18) has a unique solution.
After the replacement (17) method (8) - (12) will look
like:
U = Up_q + Tk & (23)
where a=9 — GoUk-1—AC uk_1, and unknown coefficient z
isfound from the condition of functional minimum:
P(uy) = [Gowge, wy] — 2[g, we] + 22[Cruye_y, 1] (24
After transformations we get an expression to define «
[gk, &l
- [Go Er &l (25)
Thus, the solution of equation (1) by the method (8) —
(12) is equivalent to solving the equation (18) by the method
(23) — (25). According to the convergence theorem of the
gradient method applied to equations with small nonlinearity
[10], the method (23) — (25) converges, that is, the method
(23) — (25) converges too and the rate of convergence is
characterized by an estimate (15).
5. Method of application of modified gradient method
for dss models with small nonlinearity and k-positively
defined, k-symmetric operator. Consider the computational

Tk
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scheme which should be used in practical implementation of
the modified gradient method for dynamic models with low
nonlinearity and K- positively defined K-symmetric operator
(Fg. 1).

Let yoeD(A) — be arbitrary initia approximation, £ > 0 the
required accuracy of the desired solution, k is the iteration
number.

1. Initialization of initid datayo, €, k=1.

2. Cdculation of expressions

T =f — AYr-1 — AFYp_1;

Rk = B_lrk; ARk,' KRk

3. Cdculation of scalar products I, = (rx, KRy), hy =
(AR, KRy)

4. Calculation of parameter: ¢ 7, = ;—’;

5. Calculation of approximation: y, = yy_; + i Rx.

6. Test of the condition: if ||y, — yx_1ll = & thenk = k +
1 and repeat 2 - 6.

The block diagram for this algorithm is shown in Fig. 1

Conclusion. The application of the modified gradi-
ent method to dynamic models described by equations with
small nonlinearity and K-podtively defined K-symmetric
operators will increase the efficiency of the use of unmanned
intelligence and surveillance systems by automating the
preparation of the flight task, optimizing the flight path with
anchoring to the dectronic maps of the area and the defini-
tion of optimal flight parameters with the possibility of cor-
rection of flight task parametersinred time.
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MoanpuuupoBaHHbIii TPAJHEHTHBIX METOA0B B CHCTEMaX MOMAAEP:KKM TNPUHATHS pelleHWil 151 ynpaBjeHusi 0ecCHIOTHBIX

JIeTaTeJIbHBIX aNNapaToB
O. B. bapa6am, H. b. [laxuo, I'. B. IlleBuenko

AnnoTaiusi: PaccMOTpeHbI TUHAMUYECKHE MOJIEIN CUCTEM IO UIEPIKKH PUHATHS PEIICHHH VTS YIIPaBIeH!s: GECIIMIOTHBIMHE JIETATEBHBIMU
anmaparaMd 3aJ@HHBIMA  YPABHCHUSIMHA C MAIbIM  HEJMHEHHOCThI0 M K-TIONOXKHUTEILHHBIME  ONPENECHHBIME  K-CHMMETpHYHBIMI
oreparopamu. [IprBeieHasi METOIMKa TPUMEHEHHST MOIU(UIIMPOBAHHOTO IPAMEHTHOTO METO/Ia, KOTOpast JaeT BO3MOXHOCTB OITHMAJIHEHO
PeaTI30BbIBATH METOI B IPOIIECCE ABTOMATH3AIINH YIIPABICHHS OSCIIIOTHBIMH JIETATEIbHBIMH allliapaTaMHu.

Knrouesvie cnosa: ounamuueckue mooenu, cucmema NOOOEPIICKU NPUHAMUS peulenutl, OeCnUulIOmHbIL JemamelbHblil annapam,
Mpaexmopust nosiemd, 8apuayUOHHO-2PAOUEHMHbIL MEMOO, 2PAOUCHMHBIL MEMOO.
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