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Abstract. Dynamic models of decision support systems for controlling unmanned aerial vehicles are considered. Dynamic models are de-
scribed by equations with K-positive definite K-symmetric operators. The method of two-step variational-gradient type application, which 
consists of algorithms and corresponding block diagrams, is presented. The developed method provides an opportunity to optimally imple-
ment a two-step variational-gradient method in the process of automating control of unmanned aerial vehicles. 
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Introduction. Systems of support and decision-making are a 
qualitatively new level of automation of managerial deci-
sions with remote control of unmanned aerial vehicles 
(UAVs). The remote control system is responsible for 
scheduling the flight task, forming teams when changing the 
flight path by the pilot-operator, adjusting the parameters of 
the automatic control system, displaying telemetry infor-
mation, analyzing flight data, and managing the UAV's 
payload. 

Operational flexibility, the a+++++bility to transmit in-
formation received in real time and receive timely infor-
mation at any step of the flight to obtain the necessary data 
for its analysis and decision making, makes it expedient to 
develop modern methods for substantiating and synthesizing 
UAV control systems as complex dynamic systems. 

The analysis of the last studies and publications. Re-
cently, considerable attention is paid to the use of decision 
support systems (DSS) for the management of UAVs [1–3]. 
Problems of synthesis of systems for the automatic control of 
movement of aircraft, including unmanned ones, are devoted 
to work [4–6]. 

Despite a large number of scientific publications in these 
areas, modern methods of controlling aircraft, such as theo-
retical research methods for dynamics of controlled systems, 
variation calculations and optimal control, are not sufficient-
ly used. 

Unfortunately, almost all current trajectory planning 
methods used in modern UAV control systems are resource 
intensive. 

Main part 

1. The problem setting. The basis of DSS for automated 
control is the formal description – the mathematical model of 
the decision-making situation. Models of decision support 
systems described by dynamic models provide a sufficiently 
complete description of the situations that arise when manag-
ing objects. 

In the classical analysis, many techniques and methods 
for studying dynamic models [7–9] have been developed. 
Among a variety of methods, the most commonly used com-
putational practice is using approximate methods, which 
include variational, projection and differential methods, and 
iterative methods. On the basis of direct and iterative meth-
ods, variational-gradient-type methods have appeared, in-
cluding two-step variational-gradient method. The algorithm 

of a two-step variational-gradient method does not require 
knowledge of the spectrum of the operator, is resistant to 
perturbations and has a good convergence rate. Therefore, 
actual and promising is the development and improvement 
of variational-gradient methods. 

2. The algorithm of two-step variation-gradient meth-

od. We will consider dynamic DSS models for operating 
UAVs in operator form, that is, models are described by 
equations or systems of the equations of the form: 
𝐴𝑢 = 𝑓, 𝑓𝐻, (1) 

The operator A:D(A)→H is defined on a dense in H set 
D(A), and is linear K-positive and K-symmetric, that is there 

is an operator K: D(K)→H, D(K)D(A),which allows clos-
ing in H and: 

∃𝛼, 𝛽 > 0 ∶  (𝐴𝑢, 𝐾𝑢) ≥  𝛼 ||𝑢||2, ∀𝑢𝐷(𝐴), (
2) 

||𝐾𝑢||2 ≤ 𝛽(𝐴𝑢, 𝐾𝑢), ∀𝑢𝐷(𝐴), (
3) 

(𝐴𝑢, 𝐾𝑣) = (𝐴𝑣, 𝐾𝑢), ∀𝑢, 𝑣𝐷(𝐴),  (
4) 

Let`s assume that there is linear K-positive and K-

symmetric operator 𝐵: 𝐷(𝐵)→𝐻 і 𝐷(𝐵) = 𝐷(𝐴) and it`s 

easy to find its converse operator  𝐵 −1. 
Let the condition be fulfilled: 
,  > 0 ∶  0 <  <  < ∞, ∀𝑢𝐷(𝐴) 

(𝐵𝑢, 𝐾𝑢) ≤ (𝐴𝑢, 𝐾𝑢) ≤ (𝐵𝑢, 𝐾𝑢) 

(
5) 

Under conditions (2) – (5) an equation (1) has the only 
generalized solution [10] and solution of the equation (1) is 
equivalent to finding the minimum of a functional: 

𝐹(𝑢) = (𝐴𝑢, 𝐾𝑢)– 2(𝑓, 𝐾𝑢) (
6) 

Let`s consider the equation (1) and assume that the condi-
tions (2) – (5) are fulfilled. 

Let H0 is some Hylbert subspace such that 𝐻0 𝐷(𝐴) 𝐻 

and u0D(A) – is an arbitrary initial approximation. Assume 
that the k-th approximation is found, then the following 
approximations are in the scheme: 

𝑢𝑘+1 = 𝑥𝑘 + 𝑤𝑘 , 𝑤𝑘 ∈ 𝐻0, (
7) 

here an element xk is defined from the equation: 
𝐵𝑥𝑘 = 𝐵𝑢𝑘 + 𝛼𝐵𝛿𝑘 + 𝛽𝑘𝑟𝑘 (

8) 

𝐵𝑥0 = 𝐵𝑢0 + 𝛽0𝑟0 (
9) 

here 𝛿𝑘 = 𝑢𝑘 − 𝑢𝑘−1, 𝑟𝑘 = 𝑓 − 𝐴𝑢𝑘, – is a mismatch. 
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Unknown parameters 𝛼𝑘, 𝛽𝑘 and element  𝑤𝑘  are found 
from the functional minimization condition (6): 

𝐹(𝑢𝑘+1) = (𝐴𝑢𝑘+1, 𝐾𝑢𝑘+1)– 2(𝑓, 𝐾𝑢𝑘+1) (
10) 

As B has the conversed operator then (7) – (9) can be re-
writing as: 

𝑢𝑘+1  =  𝑢𝑘 + 𝛼𝑘𝛿𝑘 + 𝛽𝑘𝐵−1𝑟𝑘 + 𝑤𝑘 (
11) 

𝑢1  =  𝑢0 + 𝛽0𝐵−1𝑟0 + 𝑤0 (

12) 

The first approximation is sought according to a one-
dimensional variational-gradient method [7]. For the follow-
ing approximations, after transformations taking into account 
formulas (11) - (12), we obtain a relation for the determina-

tion of unknown parameters 𝛼𝑘 , 𝛽𝑘 and corrections 𝑤𝑘 at 

𝑘 ≥ 2 [11]: 

 

𝛼𝑘(𝐴𝛿𝑘 , 𝐾𝛿𝑘) + 𝛽𝑘(𝐴𝐵−1𝑟𝑘, 𝐾𝛿𝑘) + (𝐴𝑤𝑘 , 𝐾𝛿𝑘) = (𝑟𝑘 , 𝐾𝛿𝑘) (13) 

𝛼𝑘(𝐴𝛿𝑘 , 𝐾𝐵−1𝑟𝑘) + 𝛽𝑘(𝐴𝐵−1𝑟𝑘 , 𝐴𝐵−1𝑟𝑘) + (𝐴𝑤𝑘 , 𝐴𝐵−1𝑟𝑘) = (𝑟𝑘 , 𝐴𝐵−1𝑟𝑘) (14) 

𝛼𝑘(𝐴𝛿𝑘 , 𝐾𝑣) + 𝛽𝑘(𝐴𝐵−1𝑟𝑘 , 𝐾𝑣) + (𝐴𝑤𝑘 , 𝐾𝑣) = (𝑟𝑘 , 𝐾𝑣), ∀𝑣 ∈ 𝐻0. (15) 
 

In case 𝐻0 is the subspace originated by the system or lin-

ear in dependent elements {𝜑𝑖 : 𝑖 ≥ 1} ⊂ 𝐻0, then the correc-

tion in (11) will be found in the form: 𝑤𝑘 = ∑ 𝑎𝑖
𝑘𝜑𝑖 ,

𝑛
𝑖=1  

where {𝑎𝑖
𝑘 ∶ 𝑘 ≥ 1, 1 ≤ 𝑖 ≤ 𝑛} ⊂ 𝑅. 

Then the relations (13) – (15) are converted into a system 
of linearly in dependent equations: 

 

𝛼𝑘(𝐴𝛿𝑘 , 𝐾𝛿𝑘) + 𝛽𝑘(𝐴𝐵−1𝑟𝑘, 𝐾𝛿𝑘) + ∑ 𝑎𝑖
𝑘

𝑛

𝑖=1

(𝐴𝜑𝑖 , 𝐾𝛿𝑘) = (𝑟𝑘 , 𝐾𝛿𝑘) (16) 

𝛼𝑘(𝐴𝛿𝑘 , 𝐾𝐵−1𝑟𝑘) + 𝛽𝑘(𝐴𝐵−1𝑟𝑘 , 𝐴𝐵−1𝑟𝑘) + ∑ 𝑎𝑖
𝑘

𝑛

𝑖=1

(𝐴𝜑𝑖 , 𝐴𝐵−1𝑟𝑘) = (𝑟𝑘 , 𝐴𝐵−1𝑟𝑘) (17) 

𝛼𝑘(𝐴𝛿𝑘 , 𝐾𝜑𝑗) + 𝛽𝑘(𝐴𝐵−1𝑟𝑘 , 𝐾𝜑𝑗) + ∑ 𝑎𝑖
𝑘

𝑛

𝑖=1

(𝐴𝜑𝑖 , 𝐾𝜑𝑗) = (𝑟𝑘, 𝐾𝜑𝑗), 𝑗 = 1, 𝑛̅̅ ̅̅̅. (18) 

 

The system (16) – (18) has a single solution relative 

𝛼𝑘 , 𝛽𝑘  and 𝑎𝑖
𝑘

equation (1), 𝑢0 is the initial approximation found by the 
Ritz method, then the two-step variational-gradient method 
(7) - (15) coincides and the rate of convergence is character-
ized by an estimation: 

‖𝑢∗ − 𝑢𝑘‖𝐵 ≤ 𝑞𝑘√
1

𝜎𝛾
‖𝐵−1(𝑓 − 𝐴𝑢0)‖

𝐵
, 

here 𝑞𝑘 =
2𝜉𝑘

1+𝜉2𝑘, 𝜉 =
√𝜎−√𝜂

√𝜎+√𝜂
 

3. Method of application of two-step variation-

gradient method for DSS models with K-positively de-

fined, K-symmetric operator. For practical implementation 
of the method it is reasonable to use the following scheme: 

Let  𝑦0 ∈ 𝐷(𝐴)– be an arbitrary initial approximation 

{𝜑𝑖 : 𝑖 ≥ 1} ⊂ 𝐻0 is the complete system of linearly in de-

pendent elements, 휀 > 0 is the required accuracy of the 
solution sought, k is the iteration number. 

1. Initialization of the initial data 𝑦0, 휀, 𝑘 = 1. 
2. Calculation of the first approximation according to one-

step variational-gradient method according to the corre-
sponding algorithm. 

Note that according to one-dimensional variational-
gradient method, we have calculated the following expres-
sions:  

𝑑𝑖𝑗 = (𝐴𝜑𝑖 , 𝐾𝜑𝑗); 𝐷 = (

𝑑11 𝑑12 ⋯ 𝑑1𝑛

𝑑21
⋯

𝑑22
⋯ 

 … 𝑑2𝑛
⋯

𝑑𝑛1 𝑑𝑛2  … 𝑑𝑛𝑛

); 

𝐷−1;  �̅� = (

𝑏1

𝑏 2
⋯

𝑏𝑛

) 

3. k=k+1. 
 

 

4. Calculate the expressions:  

rk = f − Ayk−1;  Rk = B−1rk;  ARk;  KRk;  
δk = yk − yk−1;  Aδk; Kδk. 

5. Calculate the constants ck̅ for the corrections wk: 

. 

Theorem. If the operator A satisfies conditions (2) - (5) in

 

Fig.1. Block diagram of the two-step algorithm a method 
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qj
k = −(ARk, Kφj ), j = 1, n̅̅ ̅̅̅;  

 q̅k = (qj
k)

j=1,n̅̅ ̅̅
;  c̅k = (ci

k)
i=1,n̅̅ ̅̅

= D−1q̅k 

6. Calculation of the parameters 𝛼𝑘 і 𝛽𝑘: 

ℎ11
𝑘 = (𝐴𝛿𝑘, 𝐾𝛿𝑘); 

ℎ12
𝑘 = (𝐴𝛿𝑘, 𝐾(𝑅𝑘 + ∑ 𝑐𝑖

𝑘𝜑𝑖
𝑛
𝑖=1 ))  

ℎ21
𝑘 = (𝐴𝛿𝑘, 𝐾𝑅𝑘); 

ℎ22
𝑘 = (𝐴(𝐵−1𝑟𝑘 + ∑ 𝑐𝑖

𝑘𝜑𝑖
𝑛
𝑖=1 ), 𝐾𝐵−1𝑟𝑘),  

𝑙1
𝑘 = (𝛿𝑘, 𝐾𝑟𝑘);  𝑙2

𝑘 = (𝑟𝑘 , 𝐾𝑅𝑘);  

 (
𝛼𝑘

𝛽𝑘
) = (

ℎ11
𝑘 ℎ21

𝑘

ℎ12
𝑘 ℎ22

𝑘 )

−1

∙ (
𝑙1

𝑘

𝑙2
𝑘). 

7. Calculation of the correction 𝑤𝑘: 

If 𝑘 = 2 ∶  𝑤2 = −𝛼2 ∑ 𝑏𝑖𝜑𝑖
𝑛
𝑖=1 + 𝛽2 ∑ 𝑐𝑖

2𝜑𝑖
𝑛
𝑖=1  

if 𝑘 ≥ 3 ∶  𝑤𝑘 = 𝛽𝑘 ∑ 𝑐𝑖
𝑘𝜑𝑖

𝑛
𝑖=1 . 

8. Calculation of the approximation:  

𝑦𝑘+1 = 𝑦𝑘 + 𝛼𝑘𝛿𝑘 + 𝛽𝑘𝑅𝑘 + 𝑤𝑘 . 

9. Condition fulfilling control: if ‖𝑦𝑘+1 − 𝑦𝑘‖ > 휀, then 

�̅� = 0̅ and repeat 3 – 9. 
Block scheme for this algorithm is shown in Fig.1. 
6. Discussion of the integration of the variational gra-

dient method in to the control system of an unmanned 

aerial vehicle results. Synthesis of variational and gradient 
methods can eliminate the disadvantages inherent in these 
methods. According to the estimates obtained in the theorem, 

a two-step variational-gradient method has a good conver-
gence rate, is resistant to perturbations and does not require 
knowledge of the boundaries of the spectrum of the operator. 
Therefore, the study of a dynamic model with the help of 
two-step variational-gradient method will increase the effi-
ciency of information processing in decision-making pro-
cesses in the control of UAVs. 

At the same time, it should be noted that in practice it is 
not always possible to construct an adequate model in a 
linear analytical form. This complicates the use of the varia-
tional-gradient in DSS. Therefore, further development of 
the theory of variational-gradient methods is to extend these 
methods to broader models of models. Of particular interest 
is the consideration of non linear cases. The complexity of 
the propagation of variational-gradient methods to the non 
linear equation is the need to obtain linear systems for de-
termining the parameters for constructing the approximation. 

Conclusion. Developing an approach to formulate rec-
ommendations for the timely adoption of informed decisions 
by the operator in the remote control of the UAV is an urgent 
problem. One of the directions that can significantly improve 
the efficiency of the solution of the tasks of the flight is the 
analysis of dynamic models in DSS based on two-step varia-
tional-gradient method. 
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