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Abstract. This paper examines entropy analysis of regional stock markets. We propose and empirically demonstrate the effectiveness 
of using such entropy as sample entropy, wavelet and Tsallis entropy as a measure of uncertainty and instability of such complex 
systems as regional stock markets. Our results show that these entropy measures can be effectively used as crisis prediction 
indicators. 
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Introduction. It is well known that the majority of comp-
lex systems cannot be accurately described with formal 
models. Therefore, one of the most promising approaches 
to the analysis of such systems, including financial, stock 
and foreign-currency exchange markets, is to investigate 
the dynamics of their time series.  

Based on the results of numerous empirical studies [1-
4] it is possible to reconstruct many of the dynamic and 
structural properties of a studied system by observing 
(studying) a single variable, e.g., scalar time series. As 
such, it is possible to determine the system’s measures of 
complexity and randomness, to estimate the stability, time 
period of behaviour predictability, time  of relaxation, etc.  

This paper reports the results of the analysis of regional 
stock markets’ dynamic properties using entropy time 
series analysis of relevant stock indices.  

Brief review of pertinent literature. The concept of 
thermodynamic entropy as the measures of uncertainty of 
the system has been widely used in physics since the late 
19th century through the work of Clausius and Boltzmann 
[5]. The concept of entropy as a measure of uncertainty or 
chaos of systems of different physical nature was further 
developed in the 20th century. Consider for example, 
Shannon entropy in information theory, Kolmogorov 
entropy in the theory of system dynamics, von Neumann 
entropy in quantum mechanics [5]. In recent years, along 
with other current methods of time series analysis, 
entropy analysis has been shown to be an effective 
method for the study of complex socio-economic [4-8] 
and biological systems [9-10]. Entropy indicators proved 
to be sufficiently representative and informative quan-
titative measures, which characterize the state of the 
system, its degree of complexity, randomness, and struc-
tural organization. 

The aim of this work is to analyse the efficiency of such 

entropy measures as sample entropy [9-10], Tsallis entropy 
[11-12] and wavelet entropy [13-14] as measures of volatility 
and as indicators of regional stock market crises onset for the 
period from January, 2004 to January, 2016. 

Methodology. Many different methods of entropy 
calculation are used in economic applications, such as 
Shannon entropy, Renyi entropy, Kolmogorov К-entropy, 
approximate entropy, sample entropy , multiscale entropy, 
wavelet entropy [5], etc. Next, we discuss in more detail 
the methods for obtaining sample entropy, Tsallis entropy 
and wavelet entropy, that we used to analyse the degree of 
instability of regional stock markets.  

Approximate Entropy (ApEn) and Sample Entropy 
(SampEn). The method for computing approximate 
entropy is described in [4, 9-10]. Approximate entropy is 
“regularity statistics” that determines the possibility of 
predicting fluctuations in time series. Intuitively, this 
means that the presence of repetitive fluctuation patterns 
in time series (subsequences of certain length that are 
built on successive time series values) results in higher 
degree of predictability than in the series without such 
repetitive patterns.  

In calculating ApEn for a given time series consisting 
on N values  1t ,  2t ,  3t , …,  Nt , two arguments m 
and r need to be selected. The first parameter (m) 
indicates the length of the sample, and the second 
parameter (r) indicates similarity criterion. We study the 
subsequences of the time series NS , which consist of m 
values beginning with the value i, that are denoted with 
vectors  ipm .  

Two vectors (samples)  ipm  and  jpm  are similar 
if all the differences between pairs of their corresponding 
coordinates are smaller than r, or when

  
    rkjtkit   для mk 0 .         (1) 

For set mP  of all vectors of length m in time series NS  we calculate the following value  
     1/  mNrnrC imim ,     (2) 

where  rnim  is the number of vectors in mP , that are 
similar to vector  ipm  (given the chosen similarity 
criterion r). The value  rCim  is part of a vector of length 
m that is similar to a vector of the same length, elements 
of which begin with i. For any given time series the value 
of  rCim  is calculated for each vector in mP , and the 

average of  rCm  defines the distribution of similar 
vectors of length m in set NS .  Approximate entropy of 
time series NS  using vectors of length m and similarity 
criterion r is defined as follows: 
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      rCrCrmSApEn mmN 1/ln,,  ,                (3) 
or as a natural logarithm of the relationship between 

the repetition of vectors of length m and the repetition of 
vectors of length m+1. 

Thus, if there are such vectors in the time series, ApEn 
will assess the logarithmic probability that the intervals 
following each vector will be different. Lower values of 
ApEn correspond to higher probability that vectors are 
followed by similar ones. If the time series is very 
irregular then the existence of similar vectors cannot be 
predicted and the value of ApEn is relatively large.  

Sample entropy  rmSSampEn N ,,  is also calculated 
using equation (3), adding the following conditions: the 
length of vectors is not used in calculating conditional 
probabilities SampEn; similarity of a vector to itself is not 

included.  
Sample entropy has the following advantages: the 

calculated value will have smaller error margin when vectors 
of small dimensionality are used; it maintains relative density 
(while approximate entropy loses this property); it is less 
dependent on the length of the time series. 

Tsallis entropy. Constantino Tsallis proposed non-
extensive (non-additive) entropy as a new entropy 
generalization [11-12]. Tsallis used the standard Shannon 
entropy expression introducing a new exponential 
function instead of the logarithmic one ln(x)lnq(x)(x1-

q-1)/(1-q) with some numeric parameter q. He proposed 
the following equation of q-entropy: 

       



N

i
i

q
ii iq

q
iq RqpqpppS

1
.,1,1/1ln    (4) 

For anomalous systems with long memory and / or 
long-term correlation, the q coefficient allows to 
determine the following behavioral characteristics of 
complex systems: unusual anomalous phenomena 
dominate in the system when q < 1; recurring phenomena 
dominate when q > 1; and when q1, Tsallis entropy 
reduces to Shannon entropy. Large values of this 
coefficient could be treated as long memory parameter, 
because they correspond to long-term correlation of 
system’s states.   

The fundamental difference of Tsallis entropy from all 
others is in its non-additivity. In Tsallis’ opinion, it is 
precisely this difference that allows for a more accurate 

description of systems with “long memory” and systems, 
in which every element interacts not only with its nearest 
neighbors, but with the entire system or some of its parts.  

It is worth noting that the q indicator can be treated not 
just as a measure of system’s complexity, but as a 
measure of its non-extensiveness. Empirical analysis of 
Tsallis entropy dynamics shows that the lower its value is 
for a fixed q over time, the lower is the complexity of the 
system dynamics [4]. 

Wavelet entropy. The algorithm for calculating wavelet 
entropy is given in [13-14]. We define normalized total 
wavelet entropy (NTWE, [4]) as 

max
1

/ln XppE
N

j
jjWT 


      (5) 

where NX lnmax   is a normalising constant.  
NTWE can be used as a measure of regularity (or 

chaos) of time series, thus providing useful information 
about hidden dynamic processes associated with the time 
series. An regularized process can be represented as a 
periodic mono-frequency signal (time series), that is a 
signal with a narrow frequency range. Wavelet 
representation of this time series uses only a single scale, 
meaning that all relative wevelet energy values will be 
approaching zero on all other scales except for the one 
that contains the representative frequency of the series. 

The relative energy on this scale will be approaching 1. 
Therefore, NTWE will take on a very low value.  

The logical next step in the development of wavelet 
entropy calculation algorithms is to divide the time series 
into non-overlapping intervals/windows. To calculate new 
characteristics, we select windows of length L and create i 
intervals, TNi ,...,1 , where LMNT / . On each 
interval, corresponding values of the time series are 
associated with the central point of the time window.  

The following equation is used to calculate wavelet 
energy on scale j  for time window i   
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General energy in this time window is equal to  
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The relative wavelet energy change over time and normalized general wavelet entropy can be obtained with the 
following equation:  
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Results and discussion. To calculate entropy values 
we used the moving window procedure [4]. The concept 
of “moving window” reflects the essence of data 
processing: in the time series of interest we select a 

sequence of elements (window) of a given length (width 
of the window) and we calculate the entropy value for this 
sequence. Then, we move the window a given number of 
elements (window step), and, repeating the procedure for 
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the new sequence, we obtain consecutive local entropy 
values. As a result, we obtain a time series of entropy 
values that helps determining characteristics of hidden 
patterns in the outcome series.     

To study the dynamic properties of regional stock 
markets using entropy analysis we chose the following 

stock market indices PFTS (Ukraine), RTSІ (Russia), 
FTSE (UK), SP500 (USA), SSEC (China), DAX (Ger-
many) for the period from 01.01.2004 to 15.01.2016 [15]. 

Figure 1 shows the dynamics of the closing values of 
the stock market indices on a relative scale.  

 
a)      b) 

Figure 1. Dynamics of the stock market values for: а) Ukraine (pfts), Russia (rtsi), China (ssec); b) the UK (ftse), the USA (sp), 
Germany (dax) Source: Calculated by the authors [15]. 

 
Arrows in Figure 1 indicate crises of 2008, 2011 and 

2015. We can see that the regional stock markets of the 
countries grouped in Figure 1 a) have similar dynamics 
amongst themselves, and those grouped in Figure 1 b) 
also have similar dynamics within that group. This 
observation leads to a conclusion that the developments of 

these markets have common trends.   
Next we report the results of sample entropy 

calculation (SampEn) for stock markets. Figure 2 shows 
comparative dynamics of stock market indices, sample 
entropy and its average values.  

   
    a)     b) 

   
    c)     d) 

Figure 2. Comparative dynamics of sample entropy (SampEn), average entropy values (SampEn middle) and stock market indices 
(I) for: a) China (ssec), b) Germany (dax), c) Russia (rtsi), d) Ukraine (pfts) Source: Calculated by the authors 
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We can see in Figure 2 that for all examined time 
series, sample entropy significantly increases and exceeds 
the average before a crisis. Such behavior suggests that 
the markets can approach or be in a state of uncertainty. 
In the post-crisis period the sample entropy values drop 
below average. Sample entropy values at this level 
indicate that the markets are stable or steadily growing. 
This fact indicates that sample entropy as an prognostic 

indicator is sensitive to pre-crisis states. It is also worth 
noting the possibility of determining the extent of a crisis, 
which demonstrates sensitivity of sample entropy to 
changes in market behavior.  

Figure 3 presents comparative dynamics of stock 
market indices with corresponding values of q coefficient, 
which is considered to be an indicator of time series’ 
complexity.   

 
   a)      b) 
Figure 3. Comparative dynamics of stock market index (I) with the corresponding values of q coefficient for: a) China (ssec); b) 

Germany (dax) Source: Calculated by the authors 
 
The rapid growth rate of q at the time of crisis indicates 

the increased complexity of the (stock market) system at 
that time.  

Figure 4 presents the energy of wavelet coefficients 
and wavelet entropy for the Chinese stock market.  

  
   а)      b) 

Figure 4. Energy of wavelet coefficients (a) and wavelet entropy (b) for the Chinese stock market (ssec) 
Source: Calculated by the authors 

 
From Figure 4 we can see that both the energy surface 

(Fig. 4 a) and wavelet entropy (circled in Fig. 4 b) during 
the pre-crisis period form three characteristic increasing 
waves. It was demonstrated empirically that the point at 
which the third wave exceeds the second wave marks the 
development of a crisis event. Peak of the third wave is 
the starting point of a crisis. Other time series that we 
studied also showed similar dynamics.  

Note that examination of sub-intervals in the time 
series will allow for a more accurate analysis and moni-
toring of the markets than just entropy analysis over a 
single long period of time, because several crises of 
different magnitude developed over the time period under 
study. In addition, it is advisable to apply the sliding 
window method, which allows keeping track of these 

precursors in real time.  
Conclusion. In this paper, we investigated the 

effectiveness of using entropy analysis of regional stock 
markets non-regular dynamics. The empirical results have 
shown that the sample entropy, Tsallis and wavelet 
entropy can be used as indicators of pre-crisis states. All 
these three entropy measures have an anticipatory pattern 
of change, and therefore they can serve as a crisis 
predictor. However, each event has its own individual 
lead time, which cannot be generalized. 

Thus, we can conclude that the use of entropy analysis, 
along with other modern methods of time series analysis 
allows monitoring of financial markets in order to study 
their stability and to identify pre-crisis states. 
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Энтропийный анализ динамических свойств региональных фондовых рынков 
А. Б. Данильчук, В. Д. Дербенцев, В. Н. Соловьев, А. Д. Шарапов 
Аннотация. Статья посвящена энтропийному анализу региональных фондовых рынков. В работе предложено и 
эмпирически доказано эффективность использования в качестве меры неопределенности и нестабильности сложных систем, 
в частности региональных фондовых рынков, таких энтропийных показателей, как энтропия шаблонов, Тсаллиса и вейвлет-
энтропия. Полученные результаты свидетельствуют о том, что эти показатели могут быть использованы в качестве 
индикаторов-предвестников кризисных явлений.  

Ключевые слова: сложные системы, региональные фондовые рынки, кризисные явления, нестабильная динамика, 
энтропийный анализ, энтропия шаблонов, Энтропия Тсаллиса, вейвлет-энтропия. 
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